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The trends in October revolve around the tech giants; their 
data-based business models; and the backlash they are 
facing over their practices, their large revenues, and their 
even larger dominance. Is the position of tech giants start-
ing to weaken?

1. Data breaches continue; tech giants face tougher 
backlash

When everyone thought the Cambridge Analytica scandal 
was water under the bridge, out came the revelations of 
two new major breaches.

A software glitch on Google+ allowed outside developers to 
potentially gain access to the private data of over 500,000 
users, between 2015 and March 2018.  Although the plat-
form is now shutting down for consumers, Google failed to 
disclose the bug. According to the Wall Street Journal, an 
internal memo prepared by the company’s legal and pol-
icy staff warned that disclosing the incident would trigger 
an ‘immediate regulatory interest’ and cause reputational 
damage.

In a second case, Facebook revealed that a security issue 
had affected 30 million user accounts.  Hackers exploited 
the ‘view as’ feature to get access to log-in details and 
private data such as usernames, phone numbers, e-mail 
addresses, gender, and religion.

With so much market dominance (based primarily on the 
data business model) and access to private data, govern-
ments and users have grown increasingly uneasy and 
impatient with the tech companies’ inability to keep pri-
vate data secure. The continual breaches are also rais-
ing tougher questions on accountability and consumer 
protection.

Amid these debates, the toughest criticism this month 
came from Brussels. Data protection officers (DPOs) 
gathering for the annual International Conference of Data 
Protection and Privacy Commissioners  sent a clear mes-
sage: Companies need to bring their data-related practices 
in line with higher standards of protection for the rights of 
users.
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More on page 8

The USA and Russia have introduced two resolutions 
in the First Committee of the UN General Assembly. 
We take a look at what each resolution states.

CYBERSECURITY

The Geneva Internet Platform will participate actively 
once again at this year’s Internet Governance Forum. 
Join us online or in Paris on 12–14 November.

INTERNET GOVERNANCE FORUM

Is blockchain compatible with the GDPR? While the reg-
ulation does not contain clear guidelines, some princi-
ples are in direct conflict with the nature of blockchain. 

BLOCKCHAIN AND THE GDPR

The WTO’s Public Forum and UNCTAD’s World 
Investment Forum 2018 were just two of the main 
events in October. We look back at the discussions.

GENEVA

More on page 2

Apple CEO Tim Cook did not mince his words, during the 
40th International Conference of Data Protection and 
Privacy Commissioners: ‘The desire to put profits over pri-
vacy is nothing new… We shouldn’t sugarcoat the conse-
quences. This is surveillance. And these stockpiles of per-
sonal data serve only to enrich the companies that collect 
them.’ More digital policy updates on pages. �Credit: ICDPPC

More on page 7

More on pages 6

IGF

https://www.blog.google/technology/safety-security/project-strobe/
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This icon indicates that there is more background material in the digital version. Alternatively, visit https://dig.watch for more in‑depth information.

Many policy discussions take place in Geneva every month. The following updates cover the main events of the month. 
For event reports, visit the Past Events section on the GIP Digital Watch observatory.

The event, delivered in situ and online on 5 October,  hosted by the GIP as part of the #Cybermediation 
Initiative, focused on the role of blockchain and AI in supporting mediation activities. Technology will 
not replace human intelligence and ingenuity, but will provide pragmatic approaches.

Speaking on AI, Dr Katharina Höne argued that as a ‘study of systems that can make intelligent deci-
sions’, AI can complement diplomacy and mediation by saving resources and time, generating new 
insights, supporting the work of practitioners, and, ultimately, contributing to better conflict resolu-
tion. When it comes to blockchain, Mr Dejan Dincic explained that despite the technology being around 
for a number of years, there are yet no large-scale applications. Using a hypothetical scenario in which 
blockchain could be used to monitor and implement agreements, Dincic explained that blockchain 
could play an important role because of its objective, neutral, transparent, and decentralised nature.

Read a more in-depth summary of the discussions and view our recording of the event.

#Cybermediation: 
What role for 
blockchain 

technology and 
natural language 
processing AI?

The EU General 
Data Protection 

Regulation (GDPR) 
and international 

data flows

The event, on 10 October,  hosted by the European Union Delegation to the UN in Geneva and the 
Permanent Mission of Austria in Geneva, in co-operation with the GIP, discussed the EU’s GDPR which 
entered into effect on 25 May 2018. Panellists described it as an important achievement for the pro-
tection of EU citizens’ personal data, and in the search for balance between data protection and the 
legitimate interests of business operators. They discussed the increasing convergence of data pro-
tection norms at international level, and the impact on international data flows from the perspectives 
of both citizens and businesses.

UNCTAD World 
Investment 
Forum 2018

Internet-based technologies have changed the way goods and services are produced and consumed. 
The digital economy has also created a shift in global investments.

The annual forum organised by the United Nations Conference on Trade and Development (UNCTAD), 
on 22–26 October,  addressed the challenges in mobilising investment towards the development of 
the digital economy, and the innovative practices and policies that help facilitate such investment. 
During the discussions, investment guides (or i-guides, which provide up-to-date information for 
investors), were lauded as a helpful tool.

Some sessions also underlined the role of blockchain as a means of development-oriented invest-
ment which can help improve access to finance, supply chain management, digital identities, and 
public registries, especially for industries linked heavily to the SDGs, such as agriculture, healthcare, 
and transportation. Read our reports from digital policy-related sessions during the forum.

DIGITAL DEVELOPMENTS IN GENEVA

GENEVA

The 2018 edition of the WTO Public Forum, on 2–4 October,  focused 
on Trade 2030, and addressed the impact of technologies on the 
trading system, while providing a glance into the future. The topics 
of discussion – economic growth, creation of jobs, and sustainable 
development – tried to answer the cross-cutting question across 
many sessions: Is today’s global trading system equipped to face the 
changing environment in which we live?

The inequality between those benefiting from technology-enabled 
trade and those lagging behind was the backdrop for discussions on 
how to narrow the divide, and utilise trade instruments in achieving 
the sustainable development goals (SDGs). Discussions also focused 
on data flows, the need to create more jobs to counter automation-
related issues, and the evolution of artificial intelligence (AI), online 
platforms, and big data analytics on services for trade. The forum 
addressed the harmonisation of regulatory frameworks with regard 
to cybersecurity, privacy, and data governance, while stressing that 
investment, regulation, and industrial policy will need to be smartly combined to promote develop-
ment and face the challenges to come.

The GIP reported on digital policy-related sessions from the WTO Public Forum. Read our session reports,  
and download our final report from the forum.

World Trade 
Organization (WTO) 
Public Forum 2018t

  OVERVIEW

The gap between those who have been able to benefit from 
technology-enabled trade and the ones lagging behind 
provided the backdrop to the discussions. The ways to 
overcome this gap and ensure that trade becomes an 
instrument to facilitate the achievement of the sustainable 
development goals (SDGs) was at the forefront of concerns.

In the future, the digitisation of the economy will continue 
with accelerated speed, the importance of data flows will 

increase exponentially, e-commerce will be a leading force 
for growth, and the service industry will be responsible for 
the creation of a large number of jobs. There will also be an 
increase in the importance of services for trade, due to the 
evolution of artificial intelligence (AI), online platforms, and 
big data analytics.

In turbulent times, there is a need for stability, predictability, 
and consistency. The harmonisation of legal frameworks 

Report prepared by the Geneva Internet Platform with support from DiploFoundation

‘Trade 2030’ was the main topic at this year’s World Trade Organization (WTO) Public Forum (2–4 October). 
The event provided a glimpse into the future and focused on the impact of technology on the trading system. 
Participants gathered at the headquarters of the WTO, in Geneva, to discuss how trade can further contribute to 
economic growth, the creation of jobs, and sustainable development. The cross-cutting question that many of the 
sessions addressed was: Is today’s global trading system equipped to face the changing environment we live in?

dig.watch/wtopublicforum

Published on 16 October 2018

  This icon indicates that there is more background material in the digital version. 
Visit https://dig.watch/events/wto-public-forum-2018 to download this report, and to read our session reports.

 Credit: WTO/Jay Louvion

REPORT
WTO PUBLIC
FORUM 2018

SUMMARY

http://dig.watch
https://dig.watch/past-events
https://www.giplatform.org/events/cybermediation-what-role-blockchain-technology-and-natural-language-processing-ai
https://www.diplomacy.edu/blog/cybermediation-what-role-blockchain-and-artificial-intelligence
https://www.giplatform.org/events/eu-general-data-protection-regulation-and-international-data-flows
https://dig.watch/events/unctad-2018-world-investment-forum
https://dig.watch/events/unctad-2018-world-investment-forum
https://www.giplatform.org/events/wto-public-forum-2018
https://dig.watch/events/wto-public-forum-2018
https://dig.watch/sites/default/files/WTOPublicForum2018_SummaryReport.pdf
https://dig.watch/sites/default/files/WTOPublicForum2018_SummaryReport.pdf
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It is the recognition that data governance and digital busi-
ness models are central to the debate on the future of the 
digital economy that has brought on this tough stance from 
the DPOs, who are also realising that their role is vital. This 
realisation is already weakening tech giants and creat-
ing divides. In Brussels, Apple’s CEO Tim Cook called for 
tougher rules in the USA, similar to the EU’s GDPR.

The future of the data economy will depend on finding the 
right balance between tackling privacy, data protection, 
consumer protection, and security issues on the one hand, 
and sustaining data flows which are fuelling many econo-
mies on the other.

2. Digital tax: Go-it-alone approach a 
game-changer

The EU’s planned tax, which will impose a 3% levy on tech 
companies’ revenues, could quite possibly be rolled out by 
the end of the year, EU’s Economic and Financial Affairs 
Commissioner Pierre Moscovici announced to the BBC.

 The tax is aimed specifically at tech giants: those with a 
total annual revenue of €750 million or above, and yearly 
EU taxable revenue of €50 million+.

Yet, rifts are still wide. Some are frustrated by the lack of 
progress; others are opposed to the plans.

Frustrated by the slow developments at the EU and on 
the global level (mainly the work of the Organisation for 
Economic Co-operation and Development (OECD) which 
has been on a global tax framework), the UK chancellor 
Philip Hammond said that the UK would ‘go at it alone’, and 
announced a new UK digital services tax in its budget.  The 
tax will come into effect in 2020, and will only be applied 
‘until an appropriate long-term solution is in place’.

A small group of EU countries, including Ireland, the Czech 
Republic, Finland, and Sweden, are still unconvinced about 
the EU’s plans for a digital tax. One of their main reasons is 
that countries should give the OECD more time to develop 
a global tax framework for companies operating digitally. 

The USA has also criticised the EU’s plans, calling the 
planned tax a discriminatory one.

A potential solution, suggested by France and supported by 
Austria, is to introduce a sunset clause in the EU’s tax plans.

 The tax would end once an agreement is reached at global 
level. This is similar to the provision introduced by the UK.

While developments are therefore speeding up in the 
EU (further delays can complicate matters due to Brexit 
and European elections next year), the new go-it-alone 
approach changes the dynamics of the game. Governments 
are ready to act unilaterally, and to quickly transform the 
tech backlash into monetary action.

3. Antitrust rules: A change in direction?

Undoubtedly, major tech companies have developed enor-
mous economic and market powers. Their monopolistic 
status has been raising concern among the general public 
and governments.

Although antitrust and anti-monopoly rules are theoreti-
cally meant to address these situations, their application 
has been limited. Evolving quickly in the USA is the debate 
that such rules should be adapted to protect competition 
per se, rather than applied only in cases where there is a 
monetary loss for consumers.

One of the potential solutions for addressing the dominant 
market power of tech giants is to adapt the application of these 
rules, according to Tim Wu,  the professor at Columbia Law 
School who is also credited with coining the term ‘net neu-
trality’ (read a review of Wu’s book).  Other solutions include 
breaking up the biggest monopolies, renewing the practice 
of reviewing mergers, and renewing the practice of bringing 
major antitrust actions against the biggest companies.

In the EU, tech giants have already been slapped with sev-
eral antitrust cases. Given the role of data in tech compa-
nies’ business models, the next battle will inevitably revolve 
around their use of data in many of their business practices.

ANALYSIS

DIGITAL POLICY TRENDS IN OCTOBER
Continued from page 1

https://www.bbc.com/news/technology-45963935
https://www.bbc.com/news/business-45813754
https://www.gov.uk/government/publications/budget-2018-documents/budget-2018
https://www.euractiv.com/section/digital/news/eu-digital-tax-is-discriminatory-us-says/
https://www.euractiv.com/section/digital/news/digital-tax-to-come-by-christmas-moscovici-says/
https://www.penguinrandomhouse.com/books/602170/the-curse-of-bigness-by-tim-wu/
http://www.boundary2.org/2018/10/richard-hill-too-big-to-be-review-of-wu-the-curse-of-bigness-antitrust-in-the-new-gilded-age/
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OBSERVATORY

DIGITAL POLICY: DEVELOPMENTS IN OCTOBER

During the fifth EU–US Cyber Dialogue,  the EU and USA endorsed the previous work of the UN 
Group of Governmental Experts (UN GGE), in particular the consensus reports of 2013 and 2015. 
They also expressed willingness to participate in a new UN GGE to discuss the applicability of exist-
ing international law to cyberspace. More on page 7.

Global IG
architecture

same relevance

Apple CEO Tim Cook praised the EU’s data protection rules and called for a similar development in 
the USA.  Speaking during the annual data protection commissioners’ meeting in Brussels, he also 
warned against the threat of ‘data industrial complex’.

Facebook was fined €565,000 (the maximum fine allowed) by the UK Information Commissioner’s 
Office (ICO) for its involvement in the Cambridge Analytica scandal.  The ICO said that Facebook 
allowed third party applications to access users’ data without their consent.

The social media network also removed 559 pages and 251 accounts of several alternative media 
pages, arguing that the accounts had engaged in ‘inauthentic behaviour’.

Digital rights

increasing relevance

Canada, Mexico, and the USA reached a deal to replace the North American Free Trade Agreement 
(NAFTA). The new US-Mexico-Canada Agreement (USMCA)  includes chapters on digital trade and 
data, and controversial provisions such as a ban on restrictions of data transfers across borders.

Debates on taxing the Internet economy picked up, as the EU said it will roll out an EU-wide tax 
‘within 60 days’,  while Britain went ahead with unveiling a new tax for tech giants.  More on page 3.

The competitiveness landscape is being radically altered by the impact of the fourth industrial 
revolution and digital technology, the World Economic Forum’s Global Competitiveness Report 2018  
concluded. Global economic health can be positively impacted by a return to greater openness and 
integration; yet, there is a need for new policies to improve conditions of those adversely affected 
by globalisation.

E‑commerce
& Internet
economy

increasing relevance

Two cybersecurity-related resolutions have been introduced in the First Committee of the UN 
General Assembly. More on page 7.

Facebook revealed that hackers stole access tokens of about 30 million users.  The breach took 
place in September. The hackers exploited a vulnerability in the code of the feature known as ‘View 
As’, which gave them access to the profiles and log-in details.

Google also revealed that a software glitch on Google+ gave outside developers potential access to 
users’ private data between 2015 and March 2018.  The company patched the bug in March 2018, 
but did not disclose it for reputational reasons. The company also announced it is shutting down 
Google+ for consumers.

In a statement submitted to Australia’s parliament on the proposed Access and Assistance Bill 
2018,  Apple called for stronger encryption, and expressed concern that the bill favours the gov-
ernment’s interpretation of the legal terms and technical facts.

Security

increasing relevance

In its latest report, Trade and Development Report 2018: Power, Platforms and the Free Trade 
Delusion,  UNCTAD addressed the state of the world’s economic system and emphasised the 
need for more policies that favour inclusion in the global digital economy.

Policies needed to achieve affordable Internet are developing too slowly, according to the 2018 
Affordability Report  published by the Alliance for Affordable Internet (A4AI). Over 60% of the coun-
tries studied still have prohibitive connection costs; island nations experience the highest costs to 
connect.

Sustainable
development

same relevance

The monthly Internet Governance Barometer tracks specific Internet governance (IG) issues in the public policy debate, 
and reveals focal trends by comparing issues every month. The barometer determines the presence of specific IG issues 
in comparison to the previous month. Read more about each update.

https://www.state.gov/r/pa/prs/ps/2018/10/286665.htm
https://www.bbc.com/news/technology-45993776
https://www.euractiv.com/section/data-protection/news/facebook-hit-with-uks-maximum-fine-as-eu-officials-praise-privacy-efforts/
https://newsroom.fb.com/news/2018/10/removing-inauthentic-activity/
https://ustr.gov/trade-agreements/free-trade-agreements/united-states-mexico-canada-agreement/united-states-mexico
https://www.euractiv.com/section/digital/news/digital-tax-to-come-by-christmas-moscovici-says/
https://www.theguardian.com/uk-news/2018/oct/29/uk-digital-services-tax-budget-facebook-google-amazon
http://reports.weforum.org/global-competitiveness-report-2018/?doing_wp_cron=1540371197.2984850406646728515625
https://newsroom.fb.com/news/2018/09/security-update/
https://www.blog.google/technology/safety-security/project-strobe/
https://www.aph.gov.au/Parliamentary_Business/Committees/Joint/Intelligence_and_Security/TelcoAmendmentBill2018/Submissions
https://dig.watch/updates/unctad-published-trade-and-development-report-2018
http://1e8q3q16vyc81g8l3h3md6q5f5e-wpengine.netdna-ssl.com/wp-content/uploads/2018/10/A4AI-2018-Affordability-Report.pdf
https://dig.watch/updates
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ICANN rolled out the new cryptographic key that protects the Domain Name System (DNS).  The 
change is essential to the Domain Name System Security Extensions (DNSSEC) protocol which 
secures the Internet’s foundational servers.

US President Trump signed a presidential memorandum instructing the Commerce Department to 
develop a national 5G spectrum strategy.  The strategy is expected by July 2019.

Infrastructure

same relevance

The EU-US Privacy Shield underwent its second legal review, amid concerns over its unsound 
legal foundation, and the lack of compliance by US companies.  The Commission will report on the 
review’s conclusions by the end of the year.

Representatives of online platforms, social networks, and the advertising industry presented 
roadmaps  to implement the EU Commission’s Code of Practice on Online Disinformation. The 
roadmaps plan concrete action and best practices to tackle disinformation and the spread of fake 
news.

Jurisdiction &
legal issues

increasing relevance

The US Department of Justice (DOJ) sued California and blocked its new net neutrality law from 
entering into force.  The DOJ argued that the new legislation, which bans numerous free-data 
plans that exempt consumers from data limits when streaming videos and music, is illegal and 
harms consumers.

Net neutrality

same relevance

For more information on upcoming events, visit https://dig.watch/events

AHEAD IN NOVEMBER

NOVEMBER DECEMBER

ITU Plenipotentiary 
Conference (PP-18)

(Dubai, UAE)

26 OCT – 16 NOV

Africa Internet 
Governance Forum
(Khartoum, Sudan)

4–6 NOV
Swiss Internet 

Governance Forum
(Bern, Switzerland)

20 NOV
INTERNET 

GOVERNANCE FORUM 
DEUTSCHLAND

(Berlin, Germany)

27 NOV
7th Annual Freedom 
Online Conference
(Berlin, Germany)

28–30 NOV

Paraguay Internet 
Governance Forum

(Asunción, Paraguay)

5–7 NOV

Paris Peace Forum
(Paris, France)

11–13 NOV

13th Internet 
Governance Forum

(Paris, France)

12–14 NOV
UN Forum on 

Business and Human 
Rights

(Geneva, 
Switzerland)

26–28 NOV
Internet Governance 

Forum Lebanon
(Beirut, Lebanon)

28-29 NOV

Data protection authorities from over 15 countries adopted a Declaration on Ethics and Data 
Protection in Artificial Intelligence during their annual meeting in Brussels.  It lists principles that 
should guide the design, development, and use of AI, including fairness; continued attention, vigi-
lance, and accountability for the potential effects of AI systems; transparency and intelligibility; 
responsibility and the application of privacy by default and privacy by design approaches; empow-
erment of individuals; and reducing and mitigating biases and discriminations.

The UK’s new Code of Practice for Consumer IoT Security  provides guidelines on how businesses 
and organisations involved in developing, manufacturing, and retailing products can achieve a 
‘secure by design’ approach.

Discussions on the use of blockchain for voting picked up ahead of the US mid-term elections in 
the USA.

New
technologies 
(IoT, AI, etc.)

increasing relevance

https://www.networkworld.com/article/3313341/internet/icanns-internet-dns-security-upgrade-apparently-goes-off-without-a-glitch.html
https://www.reuters.com/article/us-usa-spectrum-trump/trump-signs-order-to-set-u-s-spectrum-strategy-as-5g-race-looms-idUSKCN1MZ2FG
https://www.euractiv.com/section/data-protection/news/us-taking-privacy-shield-deal-seriously-eu-officials-say/
https://ec.europa.eu/digital-single-market/en/news/code-practice-disinformation
https://www.justice.gov/opa/pr/justice-department-files-net-neutrality-lawsuit-against-state-california-0
http://dig.watch/events
https://dig.watch/events/itu-plenipotentiary-conference-pp-18
https://dig.watch/events/afigf-2018
https://dig.watch/events/swiss-internet-governance-forum-2018
https://www.intgovforum-deutschland.org/
https://dig.watch/events/7th-annual-freedom-online-conference
https://dig.watch/events/paraguay-internet-governance-forum-2018
https://dig.watch/events/paris-peace-forum-2018
https://dig.watch/events/13th-internet-governance-forum
https://dig.watch/events/un-forum-business-and-human-rights
https://dig.watch/events/internet-governance-forum-igf-lebanon-2018
https://icdppc.org/wp-content/uploads/2018/10/20180922_ICDPPC-40th_AI-Declaration_ADOPTED.pdf
https://www.gov.uk/government/publications/secure-by-design/code-of-practice-for-consumer-iot-security
https://sos.wv.gov/elections/Pages/MobileVote.aspx
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With the GDPR entering into force on 25 May 2018, the 
EU significantly reshaped its data protection regime, and 
imposed new obligations and responsibilities for individu-
als and organisations with regard to the processing of per-
sonal data of EU citizens.

Inevitably, blockchain’s compliance with the GDPR emerged 
as a key issue for policymakers and companies, as the 
decentralised nature and operating principles of this tech-
nology raise significant challenges.

And so, what are the main tensions between blockchain 
and the GDPR? As detailed in the EU Blockchain Forum’s 
recent report on Blockchain and GDPR,  the main tensions 
revolve around the identification and obligations of data 
controllers and processors, the anonymisation of personal 
data, and the exercise of certain data subject rights (such 
as the right to erasure).

Issue #1: Identifying the data controller and 
processor

Data protection regimes, such as the GDPR, are designed 
for systems in which data is centrally collected, stored, and 
processed. Yet, blockchains decentralise each of these pro-
cesses.

The GDPR does not provide clear rules on how to apply its 
principles to this emerging and disruptive technology. For 
instance, identifying who the data controllers and proces-
sors are, and what their respective responsibilities entail, 
is very challenging, particularly for protocol developers 
and for actors running the protocol.

The level of concern also depends on whether the block-
chain is open or private. Compliance with the GDPR appears 
to be much more complex in the case of public (‘permis-
sionless’) blockchains, whereas many industrial distributed 
ledger technologies (DLT) are more centralised, and thus 
less problematic.

Issue #2: Anonymisation of personal data

Another open issue concerns the anonymisation of per-
sonal data, that is, a process in which data cannot be traced 
back to any person. Blockchain networks rely heavily on 
the persistence of data over time, requiring its anonymisa-
tion for ensuring the privacy of all users.

Yet, there are still many debates as to which anonymisation 
techniques are more adequate and in line with GDPR rules.  
For instance, can these techniques truly make anonymisation 
irreversible?

Issue #3: Conflicting core principles and rights

Several core principles and rights of users, strengthened 
by the GDPR, appear to be in direct conflict with the func-
tioning of a blockchain. The right to erasure, and the prin-
ciple of data minimisation (i.e., for organisations to not hold 

more personal data than is actually needed) can be in con-
flict with the immutability (i.e., the unchangeable nature) of 
the information on a blockchain.

Nonetheless, experts argue  that the extent to which a data 
subject is entitled to have their personal data erased is not 
an absolute right, and applies when the data subjects with-
draw their consent on which the processing is based. Also, 
the legal definition of what ‘erasure’ means, and the extent 
to which obfuscation (making data unintelligible) by means 
of advanced cryptography, can be considered as erasure 
remain unclear. Several national regulators, such as the 
French Commission nationale de l’informatique et des liber-
tés (CNIL), appear now to favour the use of such imperfect 
methods to improve interoperability.

Introduced by the GDPR, the right to be forgotten also 
appears to be in direct conflict with one of the core prin-
ciples of blockchain: Transactions should be visible to all 
nodes in the network.  Even the individual’s right to access 
information regarding the processing of their personal data 
can be significantly limited by the fact that there is no clear 
data controller identified.

The way forward

As indicated in the EU Blockchain Forum’s report, the GDPR 
and blockchain are not inherently incompatible. It is rather 
the lack of precise rules which can ensure GDPR compli-
ance that is the most problematic.

European regulators and companies are yet to come for-
ward with proposals that would both allow for the growth 
of blockchain innovation in Europe, while ensuring the pro-
tection of personal data for citizens. Experts have already 
developed scenarios  which could guarantee GDPR com-
pliance. For instance, they argue that when individuals 
interact with applications using public, permissionless, 
blockchains as backend, such as a cryptocurrency inter-
mediary providing smart contracts, it is the owners of the 
application who could be considered the data controllers.

CNIL also recently unveiled its first analysis  on the com-
pliance of blockchain with GDPR, and indicated that block-
chain was not adapted to all types of processing, with some 
being more relevant and potentially GDPR-compliant than 
others. For instance, the GDPR has strict conditions for 
allowing the transfer of personal data to third countries.

As a result, public blockchains seem particularly unfit since 
it can be very challenging to exercise control over where 
the users/miners are; private (‘permissioned’) blockchains 
can more easily provide solutions for controlling data flows 
to third countries. For open blockchains to comply with the 
GDPR, new types of blockchains, not carrying personal 
data, might need to be developed.

Technology can evolve to comply with privacy laws, but this 
will require extensive collaboration between regulators 
and companies.

BLOCKCHAIN’S (IN)COMPATIBILITY WITH THE GDPR: UNPACKING THE DEBATE
The rapid development of blockchain in many sectors of the digital economy has been interpreted as both an 
immense opportunity and an imminent threat to the enforcement of the rights to privacy and data protection. 
Its compatibility with legal frameworks remains an open question, and will be crucial deciding its fate.

IN-DEPTH

https://www.eublockchainforum.eu/reports
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3080322
https://www.eublockchainforum.eu/sites/default/files/reports/workshop_2_report_-_gdpr.pdf
https://www.forbes.com/sites/andreatinianow/2018/06/04/gdpr-isnt-the-answer-but-blockchain-is/#16e5e74d48bd
https://www.insideprivacy.com/international/european-union/the-gdpr-and-blockchain/
https://medium.com/servntire-global/will-gdpr-compliance-kill-blockchain-5eb5685206a6
https://www.eublockchainforum.eu/sites/default/files/research-paper/blockchains-general-data_4.pdf
https://www.cnil.fr/sites/default/files/atoms/files/la_blockchain.pdf
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Developments in the field of information and 
telecommunications in the context of international 
security

Russia’s proposed resolution, supported by 26 other coun-
tries, has undergone quite a few changes since it was intro-
duced in the First Committee in mid-October.

The original draft included both a number of provisions 
from the country’s draft Code of Conduct developed by the 
Shanghai Cooperation Organisation (SCO), and provisions 
from the 2013 and 2015 UN GGE reports. In addition, it 
included language that referred to a 1981 resolution (UN GA 
Resolution 36/103),  related to the rights of states to com-
bat dissemination of ‘false or distorted news’ which inter-
fere with internal affairs, and the duty of states to abstain 
from ‘defamatory campaigns, vilification or hostile propa-
ganda’ for interference with internal affairs. This additional 
language was highly disputed by some countries, who con-
sider it provides a space for the violation of human rights 
and freedoms.

After rounds of negotiations, most of the language lifted 
from the SCO’s Code of Conduct – such as the references 
to states not exploiting their dominant (technology) posi-
tion, the protection of public order and morals, multilateral 
Internet governance mechanisms, curbing the dissemina-
tion of information that incites terrorism or hate speech, 
and states’ control of goods and services – were removed 
from the draft.

The draft, however, maintained selected provisions from 
the UN GGE’s reports – both in preamble and in recom-
mendations – including the emphasis on sovereignty and 
non-intervention in international affairs, and jurisdiction of 
states over ICT in their territory (which are disputed by the 

USA and its allies), but also provisions related to respect 
for human rights and freedoms, reaffirmation that interna-
tional law and the UN Charter are applicable, and recogni-
tion of the importance of the involvement of other stake-
holders in the process. The selected provisions from the 
GGE reports also include those related to the duty of states 
to substantiate accusations of other states for attacks, the 
security of supply change, not attacking critical infrastruc-
ture or computer emergency response teams (CERTs), as 
well as the importance of sharing of vulnerabilities.

The draft resolution calls for the establishment an open-
ended working group – rather than a new GGE – which 
would involve all interested states, allow possible inputs by 
other stakeholders, and report to the Secretary-General. 
The suggested mandate is, on a consensus basis, to further 
develop norms (short)listed in the draft resolution, discuss 
their implementation, discuss models for ‘regular insti-
tutional dialogue with broad participation’ under the UN, 
and hold ‘intersessional consultative meetings’ with other 
stakeholders.

Advancing responsible state behaviour in 
cyberspace in the context of international security

The USA’s draft resolution, supported by 35 countries, 
underlines the work of the previous UN GGEs (2010, 2013, 
and 2015). It calls for the establishment of another GGE, 
mandated to further study norms, confidence-building 
measures (CBMs) and capacity-building measures, tak-
ing into account effective implementation of those, par-
ticularly suggesting that the report should contain written 
national submissions on how international law applies to 
cyberspace.

In addition, and unlike in previous years, the resolution 
invites the UN GGE chair to organise two open-ended infor-
mal consultative meetings, to allow states that are not 
members of the GGE (interestingly, other stakeholders were 
not mentioned) to share their views among themselves and 
with the chair (yet not with the GGE itself), who would then 
convey the messages to the GGE. The draft further invites 
the Office for Disarmament Affairs of the Secretariat to col-
laborate with regional organisations – namely the African 
Union (AU), EU, Organization of American States (OAS), 
Organization for Security and Co-operation in Europe 
(OSCE), and the Association of Southeast Asian Nations 
(ASEAN) Regional Forum – to organise consultations on the 
work of the GGE, and feed inputs into its work.

While negotiations continue, the time available to reach 
consensus is shrinking. Voting on the draft resolutions is 
expected to take place in early November.

CYBERSECURITY RESOLUTIONS TACKLED BY FIRST COMMITTEE
Two new resolutions on cybersecurity issues have been introduced by USA and Russia in the First Committee of 
the UN General Assembly, the committee dealing with disarmament and international security. We take a look at 
both drafts and the changes they have already undergone.

ANALYSIS

http://www.un.org/documents/ga/res/36/a36r103.htm
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Scan the code to download the 
digital version of the newsletter.Subscribe to GIP Digital Watch updates at https://dig.watch

COMING UP

The GIP Digital Watch observatory will provide just-in-time 
session reports from the IGF, and IGF Daily newsletters, 
which will be available on the dedicated webpage 

dig.watch/igf2018. A final report, published after the IGF 
meeting, will include a thematic summary. These will comple-
ment the dynamic updates offered through the observatory.

The GIP and DiploFoundation will have a booth at the IGF 
Village. Visit us to get your copies of the IGF Daily newsletter, 

this newsletter in print, and other digital policy-related 
publications.

The GIP is co-organising the following sessions:

The challenges of capacity development: a practical 
approach (WS #262) - Monday, 12th November - 10:10 to 
11:10 - Salle VII

The need for capacity development in Internet governance 
and digital policy is voiced substantively and regularly in 
official speeches and documents. Experienced facilitators 
and consultants are active in this area. However, supply and 
demand do not always match. What does capacity develop-
ment need to look like? What is the learning of activities on 
capacity development that could be useful to newcomers? 
Are there particular opportunities, risks, and benefits asso-
ciated with capacity development in coming years?

AI and the future of diplomacy: What’s in store? (WS #423) 
- Tuesday, 13th November - 15:00 to 16:30 - Salle VII

AI is under continuous evolution. We see it in various appli-
cations, from translation tools to self-driving cars and 
beyond. There are more and more discussions around AI, 
and the opportunities and challenges it brings to various 
sectors. These discussions range from fact to fiction and 
from dystopian views to practical interpretations. But the 
technology is here to stay and it will continue to influence 
all aspects of society. The session will build on three main 
themes: AI and the international geopolitical environment, 
AI as a topic on the international agenda, and AI as a tool for 
diplomacy.

Read our just-in-time reports

Visit us at our booth

Join our sessions

THE GIP AT THE 13TH INTERNET GOVERNANCE FORUM
The GIP will participate actively at the 13th IGF, in Paris and online. Join us for the following activities, and stay tuned for 
just-in-time session reports and IGF Daily summaries.

http://dig.watch

